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Abstract 

This research is designed as a prototype of defect inspection system on fabric production using machine learning-based 
image processing technology using the open source Google teachable machine application integrated with Raspberry Pi-3B. The 
prototype of fabric defect inspection system is built by utilizing two rollers that function as a fabric roll house before and after 
the inspection process. On both rollers, a fabric is stretched to be inspected, so that from a roll of fabric with a certain length, it 
can be seen how many defects occur on the fabric. The inspection system is carried out using a web camera with a certain level 
of lighting connected to a Raspberry Pi as a control device. Raspberry Pi functions as an image processing device and fabric 
rolling motor controller. In addition to the category of fabric in good condition, this system classifies into two categories of 
defects, namely slap defects and sparse defects. The test results show that this system has an average frame per second (FPS) of 
4.85, an average inference time of 181.1 ms, with an accuracy of image classification results of 98.4 %. 

Keywords: machine learning; image processing; Raspberry Pi; inference time; image classification. 

 
 

I. Introduction 

The textile and garment industry is the 
manufacturing sector that recorded the highest growth 
in the third quarter of 2019, which amounted to 
15.35 % [1]. The textile industry is one of the five 
manufacturing sectors that are prioritized for 
development, especially in preparation for the 
industrial era 4.0, based on the Making Indonesia 4.0 
road map [2]. Textile companies continuously strive to 
maintain the quality of their products to ensure 
customer satisfaction [3]. Defects in a product affect the 
level of customer satisfaction and have an impact on 
product quality standards and company production 
efficiency [4]. 

To get the quality standards and maintain customer 
satisfaction, quality control of fabric production is very 
important, especially to control fabric production 
defects [5]. In this study, we will take two samples of 
fabric defects as the object of research, which are sparse 
defects and slap defects [6].  

The purpose of this research is to build a prototype 
of a computer vision-based fabric production defect 
inspection tool using a camera connected to the Google 
Teachable Machine application [7]. This machine 
prototype makes a new contribution to the existing 
fabric inspection system [8], as it is equipped with 
image classification technology that is not yet available 
on main stream fabric inspection machines in the 
industry today [9]. Teachable Machine is one of the 
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open source machine learning application tools from 
Google that is capable of building an image 
classification system [10]. In this study, fabric 
production results are classified based on 3 categories, 
which are good fabric, sparse defects, and slap defects 
[11]. The output of Teachable Machine is Tensor flow 
or digital image data developed to run Machine 
Learning functions on Raspberry Pi [12]. Through the 
analysis of the fishbone diagram [13], the important 
factors for the implementation of this research can be 
explained as in Figure 1. 

Figure 1 explains in general this research classifies 3 
fabric objects, which are fabrics in good condition, 
fabrics with slap defects, and fabrics with sparse defects 
[14]. The Hardware section consists of mechanical 
equipment for fabric rollers and computer vision 
system support equipment, including ring light, 
Raspberry Pi-3B and web camera [15]. The software 
used is the Teachable Machine application to generate 
datasets, open CV for image processing on 
Raspberry Pi and VNC Viewer to display data displays 
and classification results [16]. Python programming is 
used for image classification processing and stepper 
motor control on Raspberry Pi [17]. 

When the system is implemented, a camera is in 
charge of reading fabric objects that rotate above the 
winding machine mechanism and reporting the 
inspection results to the Raspberry [18]. Through the 
image classification program process built in the 
Raspberry, the program system in the Raspberry will 

perform 3 operations at once, which are, continue to 
rotate the rolling motor if the classification results state 
that the fabric condition is good, stop the motor while 
turning on the buzzer if a defective fabric condition is 
found [19], and provide information on the type of 
defect captured by the camera through the VNC Viewer 
while displaying accuracy analysis and inference time 
during the classification process [20]. 

II. Materials and Methods 
A prototype of the mechanical system of a fabric 

rolling device made to resemble a fabric rolling 
machine that is actually used in a weaving fabric 
producing company is shown in Figure 2. 

This prototype machine for fabric production 
inspection consists of a mechanical system in the form 
of a set of fabric rolling mechanisms driven by a stepper 
motor [21], an electric system in the form of a DC 
voltage source, 4 relays, and indicator lights, a 
mechatronics system in the form of a Raspberry Pi, 
stepper motor driver TB 6600 and an informatics 
system that utilizes computer vision technology 
supported by ring light, web camera and image 
classification system technology [22]. 

The working principle of the image classification 
system on this fabric defect inspection machine is 
explained through Figure 3. The explanation of Figure 
3 consists of two stages: first is the image classification 
stage where the web camera takes a number of fabric 
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Figure 1. Fishbone diagram analysis of research problems. 
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model samples consisting of good fabrics, fabrics with 
sparse defects, and fabrics with slap defects which are 
processed into model datasets through the teachable 
machine application [23]. The second is the 
deployment stage where the camera will read the fabric 
sample and forward it to the Raspberry Pi to match the 
fabric model read with the previously trained dataset. If 
the fabric that is read is a good fabric model, the 
Raspberry Pi will instruct the GPIO to continue to 
rotate the stepper motor, and if the model reading finds 
a sparse or slap defective fabric condition, the GPIO 
will be instructed to stop the stepper motor rotation 
and sound an alarm and a red indicator lights up [24]. 

A. Image classification preprocessing 

This section consists of five stages, namely problem 
scoping and data acquisition, data exploration, 
modeling, and evaluation [25]. 

1) Problem scoping 

The problem that has been investigated is the type 
of sparse defect and slap defect. Sparse defects are voids 
due to broken/lost threads in the warp. Slap defects are 
dirt or stains on the fabric. Figure 4 shows examples of 
fabric samples with Sparse defects and slap defects. 

Figure 4 is a model view on the Teachable Machine 
tool. Based on Figure 4, the sparse defect and slap defect 
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Figure 2. Fabric defect inspection machine prototype. 
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Figure 3. Image classification process diagram. 
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models are used as examples to build an image 
classification model for the fabric inspection system. In 
this case, two main components are needed, namely the 
model and the image classification application. In this 
case, the model acts as the "brain" or core that performs 
the processing and decision making. While the Image 
Classification application acts as an interface that 
allows users or other systems to communicate with the 
model. 

2) Data acquisition 

The Data Acquisition stage is still in the Teachable 
Machine tool application [25], this stage serves to 
collect datasets and ensure dataset quality. Figure 5 
shows the dataset obtained in the fabric model 
classification process. Figure 5 explains the stage of 
collecting fabric training data by classifying it into 3 

class categories, which are good fabric, sparse defects 
and slap defects. Each training data has a number of 
samples to accommodate different types of models for 
more accurate classification. Table 1 shows the number 
of categories and the number of fabric model samples. 
Table 1 shows that there are 3 categories of samples 
from several models that were sampled. Good yarn 202 
samples, Sparse defect 205 samples, and slap defect 204 
samples. 

   

Figure 4. Model of good fabric and defect fabric. 

 
Figure 5. Collection of sample dataset. 

Table 1. 
The dataset sample. 

No. Category Number of sample 

1 Good fabric 202 

2 Sparse defect 205 

3 Slap defect 204 
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3) Modelling 

Modelling is achieved through a training process on 
the Teachable Machine tool. Some important terms in 
this process are : 

• Epochs: The total number of data sets used in the 
training model. The number of epochs 
determines how many iterations are required 
during the training process [26]. 

• Batch size: The number of data sets processed in a 
training iteration. Influences the speed of training 
and the use of computational resources [27]. 

• Learning rate: A parameter that controls how 
much the model parameters change during 
training. Determines how quickly or slowly the 
model converges to the optimal solution [28]. 

Figure 6 shows the training process on the teachable 
machine. Up to the training process as Figue 6 shows 
the Teachable Machine simplifies the machine learning 
training process, making it accessible to a broader 
audience. Keep in mind that while it's a great tool for 
introductory and educational purposes, more complex 
machine learning projects might require a deeper 
understanding of machine learning concepts and the 
use of traditional programming languages and 
frameworks. 

4) Evaluation 

The evaluation stage is used to test the classification 
value. In the teachable machine, the evaluation stage is 
specified in the "Preview" section. The Preview stage is 
shown in Figure 7. 

Based on Figure 7, when the camera is given a 
model, the preview results show output with 71 % to 
99 % data suitability confidence. From the data value of 
the evaluation results of the image classification model 
for each category made, the evaluation process shows a 
positive thing, where the classification value in each 
category shows a high enough value and the model has 
been able to show good performance. 

5) Export model 

The export stage of the model in Teachable 
Machine is the process of taking the trained training 
data and converting it into a format suitable for the 
microprocessor being used [29]. In this 

 
Figure 6. Teachable machine training process. 

   
Figure 7. Initial classification result. 
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implementation, the format used is tensor flow lite 
(quantized), which was chosen because the 
microprocessor used is a Raspberry Pi. The quantized 
Tensor Flow lite model is a machine learning model 
optimized for use on low-power devices, with model 
size and complexity that is more efficient, faster and 
suitable for real-time systems. Figure 8 shows the model 
export process in Teachable Machine.  

Once the model has been successfully exported, as 
shown in Figure 8, it will produce tensorflow in 3 
formats, which can be selected according to the 
microprocessor used. The results of the export are two 
files, namely files in .tflite format (model.tflite) and 
labels in .text format (labels.txt). The labels are in the 
form of category or class name information. 

B. Deployment 

The deployment stage is the implementation of 
tensor flow lite on the Raspberry Pi microprocessor 
using the Python application 
ApplicationImageClassification.py. This 
implementation stage is explained by the flowchart in 
Figure 9. 

Based on Figure 9, this process starts with system 
initialization. This includes configuring the GPIO pins 
on the Raspberry Pi to control hardware such as relays 
and LEDs. Next, the program retrieves images from the 
camera source and performs the necessary pre-
processing such as flipping and color conversion. The 
captured image from the camera is operated with a pre-
initialized image classification model. The inference 
results of the model are used to perform classification 
on the image. If the classification result meets certain 
pre-defined conditions, the program will control the 
GPIO pins based on the classification result, including 
setting relays and LEDs according to the detected 
conditions. This process continues continuously, 
returning to the step of capturing the image from the 
camera after the classification and hardware control 
steps have been completed. If the user presses the ESC 
key, the program will stop and close. 

III. Results and Discussions 
Variables in the test data collection include frame 

per second (FPS) data, inference time and classification 
results in the image classification application. These 
data are important components in the retrieval of test 
data for image classification applications. 

In the process of retrieving data from these two 
components, this program already has a built-in 
function. This function is responsible for saving all 
variables related to FPS and classification results in 
CSV format. The resulting CSV file contains 
information about the time and each of these variables. 

• Value_fps.csv': This file is used to search for 
performance test data. This file is used to store 
frame per second (FPS) data, which reflects how 
fast the application is able to perform 
classification on each frame of the image. The 
information stored includes the time stamp, the 
time the test was performed and the FPS value at 
that time. 

• Results_classification.csv': This file is used to 
search for model classification accuracy test data. 
This file stores the classification results obtained 
by the model at each iteration or frame during the 
application run. Each row in this file contains 
information such as the timestamp (the time the 
classification was performed), the name of the 
category predicted by the model, and the score of 
the classification result by saving this data in CSV 
format. 

A. Performance tests 

The performance test is a measurement of the 
operating speed of the 'Application of Image 
Classification', measured in units of frame per second 
(FPS), and testing the inference in each category. The 
data collected is the result of the data from the previous 
process in the form of a 'value_fps.csv' file. Table 2 show 
the data values of the inference times and fps 
parameters for each category. Table 2 shows the 

 
Figure 8. Export model on the teachable process. 
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performance of the classification results by modeling a 
number of random samples performed on 3 categories 
involving ±300 read iterations for each category. The 
data obtained shows the inference results and FPS as 
shown in Table 2. Graphically Table 2 can be visualized 
as in Figure 10 and Figure 11. 

Figure 10 displays an inference performance graph 
that shows Good fabric has the longest inference time 
while Slap defect has the fastest inference time. This 
means that the system is faster at recognizing slap 
defects than the other two categories. 

Figure 11 displays the FPS performance graph that 
shows Good fabric and Sparse defects have the same 
frame reading speed and are slower when compared to 
Slap defects. The inference and FPS analysis for each 
category is explained in Figures 12, Figure 13, and 
Figure 14. 

Figure 12 shows the inference and FPS graph for the 
good fabric category performed in 326 data captures. 
The average inference speed on good fabrics is 184.62 
ms or about 4.72 frames per second. Figure 13 displays 
the inference and FPS graphs for the sparse defect 
detected fabric category performed in 309 data captures. 
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Figure 9. Flowchart of the ApplicationImageClassification.py program. 

Table 2. 
Performance results of image classification. 

Category Inference average (ms) FPS average 

Good fabric 184,62 4,72 

Sparse Defect 182,21 4,72 

Slap Defect 176,47 4,97 

Average 181,1 4,80 
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The average inference speed on sparse defective fabrics 
is 182.21 ms or about 4.72 frames per second. Figure 14 
displays the inference and FPS graphs for the category 
of slap defect detected fabrics performed in 325 data 
captures. The average inference speed on slap defect 
fabrics is 176.47 ms or about 5.12 frames per second. 
From the data shown in Figure 12 to Figure 14, the 
classification model can produce classifications with an 
average inference time of 181.1 ms for all categories and 
an average fps of 4.80. 

B. Model classification accuracy test 

Model classification accuracy testing evaluates the 
extent to which an image classification model can 
correctly identify objects or attributes in an image. The 
results are presented in the form of tables or confusion 
matrix graphs to understand the model's accuracy 
capabilities. The data taken is the result of data retrieval 
in the previous process, namely in the form of the file 
'Results_Klassification.csv'. Table 3 shows the data that 
has been taken from the CSV file. 

 
Figure 10. Inference performance results application image classification. 

 
Figure 11. FPS performance results application image classification. 
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Based on Table 3, it explains that in 300 capture 
iterations for each category, it is obtained that in the 
good fabric test, 293 true positive data and 7 fals 

positive data are expressed as sparse defects. In the 
sparse defect test, 300 true positive data were read as 
sparse defects. In the slap defect test, 293 true positive 

 
Figure 12. Graph of performance good fabric image classification application. 

 

Figure 13. Graph of performance sparse defect application image classification. 

 

Figure 14. Graph of performance slap defect application image classification. 

Table 3. 
Classification results data. 

Predictions 
Actual 

Good fabric Sparse defect Slap defect 

Good fabric 293 0 0 

Sparse defect 7 300 7 

Slap defect 0 0 293 
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data are tested as slap defects and 7 data are tested as 
sparse defects. Based on the data contained in Table 3, 
a visualization of the confusion matrix in percentage 
form is shown in Figure 15. Based on Figure 15, it can 
be concluded that the average accuracy of all model 
classification test results obtained an accuracy value of 
98.44 %. 

IV. Conclusion 
The image classification system using Google 

Teachable Machine software and integrated with 
Raspberry Pi-3B in this study has been able to produce 
datasets in the form of tensor flow lite and is able to 
classify images according to samples that have been 
trained with an accuracy rate of up to 98.44 %. In 
addition to the accuracy rate, the results of this study 
also recorded data on the speed of the time needed to 
recognize objects called inference time with an average 
speed of 181.1 ms, with the speed of the system 
recognizing objects in one second of time is 4.81 frames 
per second (FPS). With the results of this study, the 
authors recommend using the same system using a type 
of Raspberry that has a higher speed level such as 
Raspberry Pi-4 and above. 
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