Optimization of load frequency control using grey wolf optimizer in micro hydro power plants
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Abstract

Micro hydro power plants (MHPP) is one of the renewable energy that can be utilized as a distributed generation with controllable power output. One common issue in MHPP systems is the non-constant rotation of the generator caused by load fluctuations. This instability leads to variable frequencies, which can potentially harm electrical equipment. To address this problem, the volume of water entering through the governor can be adjusted to synchronize the turbine and generator rotation with the load. This approach helps dampen frequency oscillations and ensures that the system operates within desired limits. Therefore, there is a need for technology that can enhance the performance of micro hydro power plant units, specifically load frequency control (LFC). This research proposes the application of the grey wolf optimizer (GWO) algorithm to optimize the PID controller parameters for MHPP LFC. MHPP has been modeled in both isolated and grid-connected modes using Simulink MATLAB R2020a. The best cost function value for an isolated mode system was obtained with ISEim, yielding a value of 0.067653, while for a grid-connected mode system, it was achieved with ISEgm, with a value of 0.015861. The results of the frequency deviation response performance of the LFC using GWO indicate that the fastest settling time was achieved with the cost function ITAEim in isolated mode, and with IAEgm in grid-connected mode. The cost function that produces the smallest peak overshoot and peak undershoot parameter values varied depending on changes in the system load.
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I. Introduction

The limited availability of fossil fuels has led to the increased use of renewable energy as an alternative. Some of the alternative sources of energy include wind, solar, and water. Indonesia is an archipelagic country with abundant natural resources, particularly water. Therefore, Indonesia has a great potential to develop large-scale and small-scale hydropower plants to utilize these resources as environmentally friendly alternative energy. Small-scale hydropower plants that are widely developed are micro hydro power plants (MHPP). MHPP has technical and economic advantages. This is because micro hydro does not require a large water storage installation and is environmentally friendly [1].

Despite having a number of advantages, MHPP is also facing a number of challenges, including maintaining the stability of frequency and voltage [2][3]. A common problem in the MHPP system is the non-constant rotation of the generator due to load changes. This results in unstable frequency that can potentially damage electrical equipment [4]. To address this problem, the volume of water entering through the governor has been adjusted to enable the turbine and generator’s rotation to adapt to the load. This adjustment dampens the frequency oscillation and maintains the system performance within the desired limits [5]. Consequently, technology was needed to enhance the micro hydro...
power unit’s performance, namely load frequency control (LFC). LFC incorporates a PID-based controller that requires optimization to achieve the desired performance [6]. The PID controller comprises three parameters: proportional gain, integral gain, and derivative gain, all of which influence the system’s output response [7]. $K_p$ governs the extent to which the controller’s output changes in response to error fluctuations, $K_i$ governs the response to cumulative error, and $K_d$ regulates the response to error rate fluctuations [8]. An optimal control system can maintain the frequency stability of an MHPP even in the face of load variations [9].

Several studies have been conducted to improve the performance of LFC. In the study [10][11], a PID-based controller design approach with manual tuning was implemented in hydropower plants, it was found that the system takes a long time to reach stability. Then from the study [12][13], fuzzy logic-based LFC controller tuning was developed that was applied to several power system areas. The results of a better and faster frequency response were obtained compared to only using manual tuning methods, but there is no specific mathematical formulation to select the appropriate fuzzy parameters (such as input, scalability factor, membership function, rule base, and so on). Usually, these parameters are selected using certain empirical rules so they may not be optimal parameters. The selection of an incorrect input-output scale factor can significantly affect the performance of LFC [14].

Therefore, to address the issues mentioned in previous studies, the latest research employs stochastic algorithms, commonly known as metaheuristic algorithms, to determine the optimal values of PID controller parameters [15]. One of the most widely adopted algorithms is the grey wolf optimizer (GWO), introduced in 2014. GWO represents a population-based swarm intelligence algorithm that simulates the hunting behavior of a wolf pack [16]. GWO finds extensive application in solving optimization problems across various domains due to its simplicity and minimal control parameter requirements [17]. In a study conducted [18], an automatic generation control (AGC) investigation was conducted on two-area systems using three optimization algorithms: GWO, genetic algorithm (GA), and particle swarm optimization (PSO). The comparative analysis revealed that the system employing the controller tuned using GWO demonstrated superior dynamic response compared to GA and PSO. Consequently, this study proposes the application of the grey wolf optimizer algorithm to optimize the PID controller parameters in the load frequency control (LFC) of MHPP. MHPP has been modeled in both isolated and grid-connected modes, along with the utilization of the GWO algorithm for optimization. The software employed in this research was Simulink MATLAB R2020a.

A. Methods

Figure 1 depicts the flow diagram of this research. The research proceeded in stages, commencing with a literature review and the collection of data pertaining to the Load frequency control (LFC) of MHPP. Subsequently, after acquiring the necessary data, the MHPP system was modeled as a transfer function. Following this, the design of the LFC system simulation for MHPP was undertaken. The simulation was then executed based on the established system scheme. Subsequent to this, each scheme was compared in terms of performance. Ultimately, the results of the comparison were analyzed, leading to the formulation of conclusions.

B. System modelling

System modeling was carried out after the transfer function of the MHPP parts was obtained. From the transfer function, the LFC system simulation scheme on MHPP was then designed, consisting of two schemes, namely the MHPP scheme without grid connection or isolated mode and the MHPP connected to the grid or grid-connected mode. Each scheme has been integrated with a PID controller without GWO and a PID controller with GWO. Following this, the GWO program was created and applied as a controller optimization algorithm for the MHPP system. The output of the controller parameters and the value of the cost function were then displayed. Subsequently, an analysis was conducted based on the frequency deviation response of each cost function. Finally, the responses were compared, and conclusions were drawn.

Figure 1. Flowchart diagram to obtain the impact of proposed algorithm
An explanation of the system flow diagram can be found in Figure 2. In the subsequent chapter, the LFC system modeling of the MHPP and the GWO algorithm employed in this research are elucidated. The data utilized for this study were sourced from previous research [19]. These data were chosen due to the previous research’s modeling of LFC into a linear model, which simplifies analysis. Moreover, the previous study also employed different methods, namely Sliding Mode Control and Model Order Reduction. Thus, this study aims to explore an alternative approach to optimizing LFC in MHPP.

C. Micro hydro power plant

Figure 3 and Figure 4 depicted the micro hydro power plant system, which had been integrated into the Simulink MATLAB program. The block diagram above illustrates the parameters signifying each component of the micro hydro power plant. Water flowing through the penstock initiated the rotation of the turbine, as modeled in the Turbine and Penstock block, incorporating the nominal water start-up time parameter in the penstock ($T_w$). The conversion of water energy into mechanical power ($\Delta P_G$) constituted one of the generator’s input variables. The Generator block generated frequency deviation ($\Delta F$), which was subsequently fed back into the controller block. The controller’s output ($\Delta P_c$) served as the input for the Servo and Governor block, encompassing the mechanical time constant parameter ($T_m$) and ($T_e$) electric time constant. The Servo and Governor block’s output ($\Delta X$) was looped back as input and computed in conjunction with the controller block, ultimately becoming the input for the Turbine and Penstock block. Additionally, the Generator block received an input from the step and ramp signal, representing Load Disturbance ($\Delta P_L$) or load change. This signal determined the functioning of the LFC system and could vary in magnitude based on the electrical power load’s fluctuations.

Figure 2. Flowchart for modelling and verification of system under test

![Flowchart for modelling and verification of system under test](image)

Figure 3. Isolated mode MHPP system block diagram

![Isolated mode MHPP system block diagram](image)

Figure 4. Grid-connected mode MHPP system block diagram

![Grid-connected mode MHPP system block diagram](image)
Within the Grid-Connected Mode system, an additional block parameter, referred to as the regulation coefficient \( \frac{1}{R} \), is incorporated. This coefficient is multiplied by \( \Delta F \) and calculated in conjunction with the output of the controller \( \Delta P_C \) and \( \Delta X \). The controller’s input is derived from \( \Delta ACE \), which represents the discrepancy between the set point frequency of the electrical system and the actual frequency of the electrical system. The formula for \( \Delta ACE \) encompasses the product of \( \Delta F \) with the frequency bias factor \( \beta \), along with the value of \( \Delta P_{tie} \). At the input of the Generator block, aside from the incremental power (torque) output of the turbine \( \Delta P_G \) and Load Disturbance \( \Delta P_L \), the \( \Delta P_{tie} \) parameter is also taken into account. The values of the MHPP parameter are outlined in Table 1.

D. Grey wolf optimizer model

Figure 5 illustrates the flowchart of the GWO algorithm utilized in this study to optimize PID parameters. In the optimization of PID parameter values, a Performance Index serves as the cost function or objective function to calculate fitness values for obtaining optimal PID parameter values. The study employed four objective functions, namely, the integral of absolute error (IAE), integral of squared error (ISE), integral of time absolute error (ITAE), and integral of time multiplied squared error (ITSE). The equations of the four cost functions for the Isolated Mode MHPP system can be seen in equations (1) to (4) which is indicated by the subscript \( im \) and for the grid-connected mode MHPP system in equations (5) to (8) which is indicated by the subscript \( gm \).

\[
\begin{align*}
IAE_{im} &= \int_0^{t_{sim}} |\Delta F| \, dt \\
ISE_{im} &= \int_0^{t_{sim}} (\Delta F)^2 \, dt \\
ITAE_{im} &= \int_0^{t_{sim}} t \cdot |\Delta F| \, dt \\
ITSE_{im} &= \int_0^{t_{sim}} t \cdot (\Delta F)^2 \, dt \\
IAE_{gm} &= \int_0^{t_{sim}} |\Delta ACE| \, dt \\
ISE_{gm} &= \int_0^{t_{sim}} (\Delta ACE)^2 \, dt \\
ITAE_{gm} &= \int_0^{t_{sim}} t \cdot |\Delta ACE| \, dt \\
ITSE_{gm} &= \int_0^{t_{sim}} t \cdot (\Delta ACE)^2 \, dt
\end{align*}
\]

The parameters for GWO utilized in this study were derived from experiments tailored to the optimization problem, which pertains to LFC, and the computational time required. The specific GWO parameter values are detailed in Table 2.

III. Results and Discussions

Simulation data analysis was carried out to assess the performance difference in LFC between scenarios with and without GWO optimization. This evaluation encompassed both the isolated mode and grid-connected mode MHPP systems. The LFC performance analysis was based on the frequency deviation response of the MHPP, utilizing controller...
parameter values derived from each cost function. The parameters examined consist of settling time, and peak overshoot as in work [20]. However, this work adds the peak undershoot parameter [21].

A. Load disturbance

The load disturbance, $\Delta P$, value used in this simulation is 0.03 pu, and dynamic. Load disturbance is modeled as a unit step function on the load with a value of 0.03 pu. While on, the dynamic load is modeled by using a combination of unit step and ramp. The shape of the load disturbance can be seen in Figure 6 and Figure 7.

B. Frequency deviation response in non-GWO MHPP

It can be observed that when the PID controller parameters are not optimized using GWO, the frequency deviation response tends to be unstable. This can be observed from Figure 8 and Figure 9, where the frequency deviation response in the isolated mode MHPP without the use of the GWO algorithm shows a slow nature and does not reach a stable value (steady state).

In addition, a similar thing also happens in the grid-connected mode non-GWO MHPP, the frequency deviation response shows instability and oscillation. This means that the frequency deviation is unable to reach a stable state and experiences fluctuations or unwanted changes. The PID parameters used for both systems are taken from the study [19] which can be seen in Table 3.

C. Convergence results versus iterations on isolated mode MHPP with GWO

Based on the GWO parameters in Table 2, the results are in accordance with Table 4 (using cost functions such as work [22]) and Figure 10, where the lowest cost function value is achieved by the integral square error ($ISE_{im}$) cost function with a value of 0.067653. Meanwhile, the highest cost function value is achieved by the integral time absolute error ($ITAE_{im}$) cost function with a value of 0.53078.

![Figure 6. Load disturbance with a value of 0.03 pu](image)

![Figure 7. Load disturbance graph with dynamic values](image)
Figure 8. Frequency deviation of MHPP without using GWO with load disturbance of 0.03 pu

Figure 9. Graph of MHPP frequency deviation without using GWO with dynamic load disturbance

Figure 10. Value of cost function to iteration on MHPP isolated mode with GWO
Then at the 40th second, the load decreases so that functions succeed in reaching their steady state.

After that, the system tries to stabilize again. Cost function decreases due to load changes to increases so that steady-state values. At the 10th second, the load system using these cost functions does not stabilize again.

In Table 3, Non-GWO MHPP PID parameters are shown.

<table>
<thead>
<tr>
<th>MHPP System</th>
<th>$K_p$</th>
<th>$K_i$</th>
<th>$K_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isolated mode</td>
<td>0.056</td>
<td>0.002</td>
<td>0.0001</td>
</tr>
<tr>
<td>Grid-connected mode</td>
<td>0.660</td>
<td>0.060</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

Table 4. Results of the best PID parameter values and cost function of MHPP isolated mode with GWO

<table>
<thead>
<tr>
<th>Cost Function</th>
<th>$K_p$</th>
<th>$K_i$</th>
<th>$K_d$</th>
<th>Cost Function Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAE$_{im}$</td>
<td>0.89394</td>
<td>0.130140</td>
<td>1.2644</td>
<td>0.462730</td>
</tr>
<tr>
<td>ISE$_{im}$</td>
<td>0.78009</td>
<td>0.081098</td>
<td>1.2598</td>
<td>0.067653</td>
</tr>
<tr>
<td>ITAE$_{im}$</td>
<td>0.89423</td>
<td>0.130710</td>
<td>1.2658</td>
<td>0.530780</td>
</tr>
<tr>
<td>ITSE$_{im}$</td>
<td>0.86092</td>
<td>0.111540</td>
<td>1.2701</td>
<td>0.096459</td>
</tr>
</tbody>
</table>

In Figure 11, with the use of GWO, the $\Delta F$ can stabilize and reach the steady-state value. The fastest settling time of 4.3198 s is achieved by the cost function $IAE_{im}$. Meanwhile, the longest settling time is achieved by $ISE_{im}$ with a value of 15.0398. The $\Delta F$ response with the lowest peak undershoot is obtained by the cost function $ISE_{im}$ with a value of -0.1909 Hz. The lower result in terms of peak undershoot shows that the system is closer to the desired reference value.

In the $ISE_{im}$ and $ITSE_{im}$ cost functions, the peak overshoot response is 0 Hz, which means that the system using these cost functions does not experience overshoot. Based on the Regulation of the Minister of Energy and Mineral Resources of the Republic of Indonesia (PERMEN ESDM) Number 20 of 2020, the increase and decrease in the frequency of the four types of cost functions are still within the tolerance limits. The results of the MHPP isolated mode performance with GWO can be seen within Table 5.

Table 5. Performance results of frequency deviation response of MHPP isolated mode using GWO with load disturbance of 0.03 pu

<table>
<thead>
<tr>
<th>Cost Function</th>
<th>Settling Time $T_s$ (s)</th>
<th>Peak Overshoot $\Delta F$ (Hz)</th>
<th>Peak Undershoot $\Delta F$ (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$IAE_{im}$</td>
<td>0.043198</td>
<td>2.915e-03</td>
<td>-3.617e-01</td>
</tr>
<tr>
<td>$ISE_{im}$</td>
<td>15.0398</td>
<td>0.000e-03</td>
<td>-1.909e-01</td>
</tr>
<tr>
<td>$ITAE_{im}$</td>
<td>0.042222</td>
<td>1.642e-03</td>
<td>-3.679e-01</td>
</tr>
<tr>
<td>$ITSE_{im}$</td>
<td>0.074456</td>
<td>0.000e-03</td>
<td>-3.083e-01</td>
</tr>
</tbody>
</table>

Based on Figure 13 and Table 7, the results show that the lowest cost function value is achieved by the integral square error ($ISE_{gm}$) cost function with a value of 0.015861. The highest cost function value is 2.9334, which is achieved by the integral time absolute error ($ITAE_{gm}$) cost function.

Table 6. Performance results of frequency deviation response of MHPP isolated mode using GWO with dynamic load disturbance

<table>
<thead>
<tr>
<th>Cost Function</th>
<th>Settling Time $T_s$ (s)</th>
<th>Peak Overshoot $\Delta F$ (Hz)</th>
<th>Peak Undershoot $\Delta F$ (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$IAE_{gm}$</td>
<td>46.8134</td>
<td>1.330e-01</td>
<td>-6.968e-01</td>
</tr>
<tr>
<td>$ISE_{gm}$</td>
<td>56.8203</td>
<td>1.749e-01</td>
<td>-4.254e-01</td>
</tr>
<tr>
<td>$ITAE_{gm}$</td>
<td>46.7902</td>
<td>1.529e-01</td>
<td>-7.037e-01</td>
</tr>
<tr>
<td>$ITSE_{gm}$</td>
<td>50.1630</td>
<td>1.656e-01</td>
<td>-5.925e-01</td>
</tr>
</tbody>
</table>

Table 7. Results of the best PID parameter values and cost function of MHPP grid-connected mode with GWO

D. Frequency deviation response on MHPP isolated mode using GWO with load disturbance of 0.03 pu

In the $I_{TII}gm$ and $ITAE_{gm}$ cost functions, the peak overshoot response is 0 Hz, which means that the system using these cost functions does not experience overshoot. Based on the Regulation of the Minister of Energy and Mineral Resources of the Republic of Indonesia (PERMEN ESDM) Number 20 of 2020, the increase and decrease in the frequency of the four types of cost functions are still within the tolerance limits. The results of the MHPP grid-connected mode performance with GWO can be seen within Table 8.

E. Frequency deviation response on MHPP isolated mode using GWO with dynamic load disturbance

In Figure 12, when $\Delta F$ becomes dynamic, the $\Delta F$ response on the four cost functions used fluctuates at the first second and then the system tries to stabilize, where only $IAE_{gm}$ and $ITAE_{gm}$ can reach a steady state. After that, at the 5th second, $\Delta F$ on the four cost functions decreases due to load changes to 0.09 pu. After that, the system tries to stabilize again and only $IAE_{gm}$ and $ITAE_{gm}$ can reach their steady-state values. At the 10th second, the load increases so that $\Delta F$ decreases, but then all four cost functions succeed in reaching their steady state. Then at the 40th second, the load decreases so that $\Delta F$ increases, and the system of all four succeeds in stabilizing again.

Cost function $ITAE_{gm}$ reaches the fastest settling time at 46.7902 s, while $ISE_{gm}$ reaches the longest settling time at 56.8203 s. Cost function $ISE_{gm}$ produces the $\Delta F$ response with the lowest peak undershoot, which is -0.4254 Hz. The lower value at the peak undershoot shows that the system is closer to the desired reference value.

Based on the Regulation of the Minister of Energy and Mineral Resources of the Republic of Indonesia (PERMEN ESDM) Number 20 of 2020, only the $ISE_{gm}$ cost function has a frequency increase and decrease that is within the tolerance limit, while the other three types exceed the tolerance limit. The performance values of MHPP isolated mode with GWO can be found in Table 6.

F. Convergence results versus iterations on grid-connected mode MHPP with GWO

Based on Figure 13 and Table 7, the results show that the lowest cost function value is achieved by the integral square error ($ISE_{gm}$) cost function with a value of 0.015861. The highest cost function value is 2.9334, which is achieved by the integral time absolute error ($ITAE_{gm}$) cost function.

G. Frequency deviation response on grid-connected mode MHPP using GWO with load disturbance of 0.03 pu

Figure 14 shows the variation of $\Delta F$ response between different types of cost function, where using GWO, the $\Delta F$ response can be stable and reach the steady-state value. In terms of settling time, the cost function $IAE_{gm}$ reaches the fastest settling time of 27.9660 s, while the cost function $ISE_{gm}$ has the longest settling time of 47.0490 s. Furthermore, the
Figure 11. Graph of isolated mode MHPP frequency deviation using GWO with load disturbance of 0.03 pu

Figure 12. Graph of isolated mode MHPP frequency deviation using GWO with dynamic load disturbance

Figure 13. Value of cost function to iteration on MHPP grid-connected mode with GWO
The comparison of peak undershoot shows that the cost function $I_{TSE}^{g_m}$ has the lowest value of -0.03162 Hz, indicating that the system is closer to the desired reference value.

Based on the Regulation of the Minister of Energy and Mineral Resources of the Republic of Indonesia (PERMEN ESDM) Number 20 of 2020, the increase and decrease in frequency of the four types of cost functions are still within the tolerance limits. The results of the MHPP grid-connected mode performance parameter values with GWO can be seen in Table 8.

H. Frequency deviation response on grid-connected mode MHPP using GWO with dynamic load disturbance

Figure 15 shows the variation of $\Delta F$ response from different types of cost function when $\Delta P$ becomes dynamic. The $\Delta F$ response on the four cost functions used experiences a decrease and oscillation. At the first second, the $\Delta F$ on the fourth cost function system drops to more than 0.03 Hz and then rises back to 0.04 Hz at the fifth second. Then the system manages to approach the steady-state value at the tenth second. After that, $\Delta F$ experiences an increase to more than 0.03 Hz and the system tries to return to its steady-state value accompanied by oscillation until the fortieth second. At the fortieth to the eightieth second, $\Delta F$ again experiences an increase and decrease and oscillation due to load changes until it finally can stabilize and reach its steady-state value.

The cost function $I_{AE}^{g_m}$ reaches the fastest settling time at 70.9186 s, while $I_{SE}^{g_m}$ reaches the longest settling time at 81.4575 s. The cost function $I_{TSE}^{g_m}$ produces the $\Delta F$ response with the lowest peak undershoot, which is -0.4238 Hz. The lower value at the peak undershoot shows that the system is closer to the desired reference value. According to the Regulation of the Minister of Energy and Mineral Resources of the Republic of Indonesia (PERMEN ESDM) Number 20 of 2020, the increase and decrease in frequency of the four types of cost function are still within the tolerance limits. The performance parameter values of MHPP grid-connected mode with GWO can be found in Table 9.
IV. Conclusion

In this research, GWO algorithm is successfully designed to optimize the PID parameters used as LFC in the MHPP system. MHPP is basically a high-order complex system. Thus, the analytical approach to obtain PID parameters cannot produce optimal parameters. Moreover, system disturbances in the form of load deviations make the system have uncertainty parameters. To test the effectiveness of GWO in generating optimal parameters, this work tests it on two MHPP systems, the first system is an off-grid system and the second system is an on-grid system. Both systems are modeled in the frequency domain and simulated for verification using Matlab/Simulink. There are two scenarios, the first scenario is by giving a constant load deviation and the second scenario is by giving a fluctuating load deviation. Both scenarios apply to both off-grid and on-grid systems. Based on the verification results, the system response with GWO optimization is better than the system without optimization. This is shown from the system response without GWO at t < 100s has not reached a steady state and unstable conditions occur in the grid-connected system. While the system with GWO reaches a steady state at t < 50s. Moreover, the test also utilizes several cost functions, namely, IAE, ISAE, ITAE, and ITSE. Based on the four cost functions, the system response results in both tests are quite diverse. Interestingly, in the off-grid system, the lowest settling time value is when GWO uses ITAE. While in the on-grid system, the lowest value is when using IAE. This condition is consistent for both scenarios. Although the proposed GWO has been able to produce optimal parameters and a better response compared to the system without GWO, detailed testing related to the selection of cost functions suitable for off-grid and on-grid systems still needs to be researched in the future. In addition, PID controllers are less suitable for higher-order or nonlinear systems. Therefore, it is necessary to conduct further research to produce a controller that is suitable for MHPP and at the same time robust to changes in load deviation.
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